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Harnessing Monotonic Neural Networks for
Performance Prediction and Threshold

Determination in Multichannel Detection
Rui Zhou , Member, IEEE, Wenqiang Pu , Ming-Yi You , and Qingjiang Shi , Member, IEEE

Abstract—Despite extensive research on numerous multichan-
nel detection methods, predicting their performance remains
difficult due to the high dimensionality of raw data and the
complexity of the detection process. To tackle this, we introduce
a special type of neural network designed to predict detection
performance under specific environmental conditions. We utilize
a monotonic neural network (MNN) to develop PdMonoNet,
which ensures that the influence of input parameters on the
output probability of detection is monotonic. This approach
also facilitates the determination of thresholds. We provide a
theoretical analysis of the universal approximation capabilities
and prediction error of the network architectures we employ.
Numerical experiments conducted on both synthetic datasets
and real-world scenarios within the context of multichannel
spectrum sensing demonstrate the effectiveness and robustness of
PdMonoNet in predicting detection performance and determining
thresholds.

Index Terms—Multichannel detection, performance prediction,
threshold determination, monotonic neural network.

I. INTRODUCTION

MULTICHANNEL detection has emerged as a pivotal
technique across a range of disciplines, including com-

munications, radar, acoustics, and medicine [1], [2], [3], [4].
This method utilizes arrays of receivers or multiple spatially
distributed receivers to detect the presence of target signals. In
communications, for instance, multichannel detection is cru-
cial for cognitive radio, allowing secondary users to identify
unoccupied licensed frequency bands [5], [6], [7], [8], [9],
[10]. In radar technology, it enhances detection performance
within distributed radar networks and passive radar systems
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[2], [11]. In the field of acoustics, it is essential for voice
activity detection, helping to differentiate between periods of
speech and silence in audio streams [3], [12], [13]. In medi-
cal applications, multichannel detection facilitates the diagno-
sis, monitoring, and treatment of various disorders, including
epilepsy, sleep apnea, and muscular diseases [4], [14], [15]. The
versatility and increasing applications of multichannel detection
techniques make them a significant and increasingly researched
topic within these fields.

Multichannel detection methods have progressively evolved,
significantly enhancing detection accuracy and reliability while
increasing in sophistication and complexity. The most basic
form, energy detection, measures the cumulative energy level
of signals across all receivers and compares it to a prede-
fined threshold to determine the presence of target signals
[16]. A refined version adapted for spatially distributed re-
ceivers requires each receiver to transmit its binary decision to a
fusion center, thereby reducing communication costs and im-
proving the robustness of detection outcomes. Standard detec-
tion approaches include Logical-OR, Logical-AND, and Major-
ity rules [6], [17]. Energy detection, however, tends to perform
poorly under low signal-to-noise ratio (SNR) conditions and is
susceptible to noise uncertainty [18], [19]. Instead, researchers
have developed more advanced techniques that utilize the cor-
relation structure of received data. For example, the eigen-
value arithmetic-to-geometric mean (AGM) detector computes
a statistic from the ratio of the arithmetic to geometric means
of eigenvalues, using the dispersion of the eigenspectrum as an
indicator of a primary signal’s presence [20]. Other advanced
methods include the eigenvalue-moment-ratio (EMR) detec-
tor [21], the maximum-minimum eigenvalue (MME) detector
[22], the scaled largest eigenvalue (SLE) detector [23], and
the generalized likelihood ratio test (GLRT) detector [24]. The
recent integration of machine learning methods in multichannel
detection has enabled the identification of complex and dy-
namic signal patterns, drastically improving detection capabili-
ties. Techniques such as support vector machines [25], random
forests [26], and convolutional neural networks [4], [15], [27]
have demonstrated enhanced accuracy and adaptability across
diverse scenarios and SNR conditions. As technological ad-
vancements continue, the development of increasingly intricate
multichannel detection methods remains a vibrant and dynamic
field of research [13], [28], [29].
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While extensive research has focused on developing sophis-
ticated multichannel detection methods, the theoretical foun-
dations for measuring their detection performance have lagged
behind [25], [30], [31], [32]. Theoretical analyses of even basic
detection methods often rely on ideal conditions, overlooking
practical variables that significantly affect performance in real-
world scenarios [33], [34]. For example, standard energy de-
tection assumes perfect knowledge of noise power and a large
sample size [30], which are rarely met in practice. It may
result in suboptimal thresholds and unreliable detection perfor-
mance [33]. The absence of a feasible measurement framework
presents a greater challenge for evaluating complex methods,
such as those involving machine learning and deep learning,
particularly in diverse working environments [25], [31], [32].
Without adequate measurement tools, optimizing the param-
eter setting of advanced detection techniques, like deploying
the receivers or adjusting directional antennas’ orientations, is
challenging and often confined to simpler methods like en-
ergy detection [35]. Therefore, Monte Carlo simulation has
served as a popular and convenient method for assessing the
performance of multichannel detection methods [22], [24], [36].
This technique generates a vast amount of random data for
the scenario under study and evaluates detection performance
empirically. However, these simulations are computationally
intensive and require numerous iterations to achieve statistically
significant results, particularly for complex detection methods
and extensive networks. Furthermore, Monte Carlo simulations
function as a black-box approach, providing no mathemati-
cal relationships that govern detection performance [37]. This
opacity restricts deeper insights into optimal deployment and
settings for multichannel detection methods.

Consequently, there is a pressing need to develop models or
learning approaches that can efficiently and accurately gauge
the performance of multichannel detection methods. Recent
research increasingly applies machine learning to predict the
performance of methods in various fields, such as positioning
uncertainty [38], [39] and the Cramér-Rao bound [40], as well
as to estimate parameters [41]. These studies have demon-
strated remarkable accuracy and efficiency. Accordingly, the
primary objective of this paper is to predict the probability of
detection and determine thresholds in multichannel detection
using neural networks, with spectrum sensing serving as a
case study. The main contributions of this paper are outlined
as follows:
• We first examine the challenges of the prevalent use of

Monte Carlo simulations for assessing detection perfor-
mance and thresholds. A theoretical analysis of the the
required number of Monte Carlo simulations for achieving
a desired reliability level is presented. Our findings suggest
that an extensive number of simulations are necessary to
obtain a precise estimate of detection performance, partic-
ularly when the probability of false alarms is low.

• To effectively predict detection performance, we initially
introduce PdNet, a preliminary method that utilizes a
classical multilayer perceptron (MLP) neural network.
However, the MLP architecture cannot directly accommo-
date the inherent monotonic relationships between system

parameters and detection performance. To address this
limitation, we propose PdMonoNet, a novel approach that
employs a monotonic neural network (MNN). Addition-
ally, we investigate the use of both MLP and MNN models
in determining the necessary thresholds for multichannel
detection, which we refer to as ThreshNet and Thresh-
MonoNet, respectively.

• In theoretical terms, we discuss the universal approxima-
tion capabilities of our proposed PdMonoNet approach
and its prediction accuracy concerning unseen data points.
The results indicate that PdMonoNet can universally ap-
proximate the desired detection performance function un-
der mild conditions, with bounded prediction errors at
unseen data points.

• Numerical experiments on both synthetic and real-world
datasets are conducted to evaluate our proposed methods
for performance prediction and threshold determination in
multichannel detection. Our results demonstrate consistent
monotonic behavior and robustness against unseen data
points, even in scenarios involving outliers.

This paper is structured as follows. Sec. II introduces the
system model for multichannel detection and discusses the chal-
lenges associated with predicting the detection performance.
Sec. III describes the classical Monte Carlo simulation tech-
nique and introduces the naive PdNet approach. In Sec. V,
we introduce PdMonoNet, which utilizes a MNN to measure
the probability of detection. This section also includes a the-
oretical analysis of the PdMonoNet’s universal approximation
properties and its prediction accuracy for unseen data points.
The approach for determining decision thresholds using the
MNN is detailed in Sec. V. Sec. VI provides numerical exper-
iments to evaluate the performance of the proposed prediction
and determination methods. Finally, Sec. VII summarizes the
conclusions of the study.

In this paper, we use lowercase letters (e.g., x) to denote
scalars, bold lowercase letters (e.g., x) to denote vectors, and
bold uppercase letters (e.g., X) to denote matrices. The set
of real numbers is represented by R, and the set of complex
numbers by C. The Frobenius norm and p-norm of a matrix are
denoted by ‖X‖F and ‖X‖p, respectively, and the transpose of
a matrix is represented by XT . The p-norm of a vector x is
denoted by ‖x‖p. The partial derivative is represented by ∂(·),
the indicator function by 1(·), and the absolute value of a scalar
by | · |.

II. SYSTEM MODEL

In this section, we briefly introduce the system model for
multichannel detection and subsequently discuss the challenges
in predicting the detection performance of detection methods.

A. Multichannel Detection

Multichannel detection is a widely utilized technique in var-
ious disciplines, including communications, radar, acoustics,
and medicine. Its primary objective is to detect the presence of
a target signal through the collaboration of multiple receivers.
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The problem of multichannel detection is typically formed as
a classical hypothesis testing problem, defined as follows:

H0 : xi = ni, H1 : xi = si + ni, (1)

where xi ∈ C
L is the received signals of L receivers at time

index i, ni ∈ C
L is noise at time index i, si ∈ C

L signifies the
target signal arriving at L receivers at time index i. The core
task is to determine whether the target signal s is present in the
received signal x.

Various methods have been developed to address Problem
(1), typically assuming that the signal is uncorrelated with
Gaussian noise [21], [22], [24]. In general, these methods obey
the following decision rule:

ξ = T (X)
H1

> rless
H0

γ, (2)

where T (·) is a function that calculates the test statistic ξ
from N received samples, collected as X= [x1,x2, . . . ,xN ] ∈
C

L×N , and the γ is a predefined threshold to determine the
presence of a target signal. More specifically, the target signal is
considered present if T (X)≥ γ, and absent if T (X)< γ. The
energy detector compute the test statistics simply as T (X) =
‖X‖2F [30]. The machine learning-based detectors employ neu-
ral networks to serve as the test statistic function T (X) [25],
[31], [32], introducing a more sophisticated approach. This
remains an active area of research with continuous development
of novel detection methods.

B. Difficulties of Predicting Detection Performance

Once function T (·) has been determined, a pertinent question
arises regarding its performance. Specifically, assuming the
presence of a target signal, and with all environmental param-
eters such as sample rate, the signal-to-noise ratio (SNR) of
receivers, etc, represented as θ, we aim to obtain the probability
of detection function, denoted as �(θ). The typical approach
involves modeling the theoretical distribution of the obtained
test statistics, p(ξ |θ), and generally consists of two steps:

1) Threshold Determination: Obtain the threshold γ by
setting the desired probability of false alarm (PFA). This
is calculated as:

γ = argmin
ξ

{∫ ∞

ξ

p(ξ̃ | θ̃)dξ̃ ≤ PFA

}
, (3)

where θ̃ denotes an environment parameter that similar
to θ but with the primary signal absent at the receivers.

2) Detection Probability Prediction: Predict the probabil-
ity of detection as:

�(θ) =

∫ ∞

γ

p(ξ |θ)dξ. (4)

However, obtaining the distribution of ξ is a challenging task.
Specifically, the computation of p(ξ |θ) is mathematically ex-
pressed as:

p(ξ = ξ0 |θ) =
∫

1 [T (X) = ξ0] p(X |θ) dX, (5)

where 1(·) is the indicator function, p(X |θ) is the conditional
distribution of X given θ. The difficulties in obtaining this
distribution are considered intractable for the following reasons:

1) High-dimensionality of X: The dimensionality of X is
usually very larger. This aspect complicates the integra-
tion detailed in (5), making it challenging to calculate.

2) Complexity of T (·): Many detection methods involve
complex data processing within T (·). For instance, the
GLRT detector [24] requires solving constrained non-
convex maximum likelihood estimation problems for
each evaluation of T (·), while deep learning approaches
involve multiple layers of data processing. This complex-
ity makes it nearly impossible to precisely identify the set
of X that results in T (X) = ξ0.

According to the above discussions, we see that deriving an
exact function to predict detection performance, �(θ), is an
intractable challenge. There is limited existing research that
addresses this issue. The few studies that do exist are typically
limited to detectors employing simple transformations, such
as T (X) = ‖X‖2F in energy detectors when N is sufficiently
large [30]. Alternatively, some studies approximate detection
performance using advanced statistical tools, such as random
matrix theory (RMT) [21], [30]. But these approximations are
typically tailored to specific detection methods and necessitate
considerable additional effort.

Understanding �(θ) is crucial not only for evaluating the
performance of existing detectors but also for advancing re-
search in areas like optimizing receiver deployment to maxi-
mize detection capabilities. In the subsequent section, we will
first revisit the naive approach of estimating �(θ) using the
Monte Carlo method. Then we will introduce our preliminary
approach using neural networks to approximate this function.
The ensuing discussion will focus on the application of these
methods in spectrum sensing as a case study.

III. THE PRELIMINARY APPROACHES

A. Preliminary Approach I: Monte Carlo Simulation

Rather than deriving a mathematical expression for detecting
performance �(θ), the majority of the literature relies on Monte
Carlo experiments to empirically simulate the performance of
detectors of interest. This approach typically involves two steps:

1) Threshold Approximation: Generate K realizations of
received pure noise {Xk}Kk=1 under θ̃. Estimate the
threshold γ̂ by applying the desired false alarm proba-
bility PFA, calculated as:

γ̂ = argmin
x

{∑K
k=1 1 (T (Xk)≥ x)

K
≤ PFA

}
, (6)

2) Detection Probability Evaluation: Generate M realiza-
tions of received signals {Xm}Mm=1 using the environ-
ment setting θ, and then evaluate �(θ) as:

�̂(θ) =

∑M
m=1 1 (T (Xi)≥ γ̂)

M
. (7)
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Though direct and convenient, the Monte Carlo simulation
method requires sufficiently large K and M to produce reliable
results, as detailed in the following facts: Fact 1 and Fact 2.

Fact 1: Given γ̂ obtained from (6) using K realizations to
match a target false alarm probability PFA, the 95% confidence
interval for PFA(γ̂) can be approximated as follows:

PFA ± 1.96×

√
P̃FA(1− P̃FA)

K
, (8)

where P̃FA = (PFA ×K + 0.5× 1.962)/(K + 1.962).
Proof: Consider the empirical estimate of the false alarm

rate, denoted by P̂FA = x
K , where x follows a binomial dis-

tribution, x∼ Binomial(K,PFA(γ̂)). Given that the threshold
γ̂ is chosen such that P̂FA = PFA, the confidence interval for
PFA(γ̂) can be determined using the Agresti–Coull method
[42].

Fact 2: Given �̂(θ) obtained from (7) using M realizations,
the expected absolute difference from the true �(θ) can be
expressed as follows:

E

[∣∣∣�̂(θ)− �(θ)
∣∣∣]≈

√
2

π

√
�(θ)(1− �(θ))

M
. (9)

Proof: Consider the empirical estimate of �(θ) given
by �̂(θ) = x

M , where x follows a binomial distribution, x∼
Binomial(M, �(θ)). As M increases, the distribution of �̂(θ)

approximates a normal distribution, N (�(θ), �(θ)(1−�(θ))
M ), in

accordance with the central limit theorem [43]. This approxi-
mation leads to the formulation in (9).

For practical application, to accurately estimate a low PFA

such as 1%, a significantly large K is necessary to narrow
the confidence interval around PFA. For instance, aiming for
a margin of error of 0.2% around PFA requires K ≈ 10, 000.
Similarly, even fed with an accurate threshold γ, to ensure
that �(θ) is estimated within a margin of error of 0.02 at
�(θ) = 0.5, M ≈ 400 is needed. We present a straightforward
example in Fig. 1, which uses the same parameter settings as
those in Fig. 4(a). It is evident that the probability of detection
results are prone to fluctuation when K = 1, 000 and M = 100.
Even when K and M are increased to 10, 000 and 1, 000,
respectively, fluctuations remain observable. The only scenario
where a smooth curve is observed is when K = 100, 000 and
M = 10, 000.

B. Preliminary Approach II: MLP

In recent years, neural networks have revolutionized the field
of predictive analytics due to their ability to model complex and
nonlinear relationships within data. Recent research increas-
ingly applies machine learning to predict the performance of
methods in various fields, such as positioning uncertainty [38],
[39] and the Cramér-Rao bound [40], as well as to estimate
parameters [41].

In response to these advancements, an MLP neural network
can be directly applied to predict detection performance. The
methodology involves several key steps. For example, a dataset
D as outlined in Apx. A is generated. Subsequently, an MLP

Fig. 1. An example of the probability of detection obtained through Monte
Carlo experiments.

consists of an input layer, multiple hidden layers, and an output
layer, all fully connected are employed to fit the generated
dataset D. Each layer sequence comprises a linear transfor-
mation followed by batch normalization and a ReLU activa-
tion function. The selection of the ReLU activation function is
due to its computational simplicity and empirical effectiveness,
which have been well-documented across various tasks [44].
The multi-layer structure allows it to effectively learn nonlinear
functions. For simplicity, we refer to this method as PdNet.
Specifically, PdNet is designed to transform an input feature
space characterized by a 14-dimensional vector θ1 into a scalar
output.

C. Limitations of Preliminary Approaches

Both Monte Carlo simulation and PdNet methods exhibit
limitations that may hinder their practical application in real-
world scenarios.

For Monte Carlo simulation method, it necessitates a suf-
ficiently large number of simulations (denoted as K and M )
to achieve reliable results. The synthetic generation of signal
X and evaluation of T (X) require significant computational
resources, making the repeated execution of these procedures
time-consuming. Additionally, the process of deriving Monte
Carlo results is often treated as a black box, any new environ-
ment parameter requires independent new simulations.

In contrast, using MLP circumvents the need for repetitive
experiments and leverages auto-gradient tools to access its gra-
dients. Nonetheless, it inherits several limitations from tradi-
tional neural network architectures:

1) Monotonicity: MLP models often fail to ensure the
monotonicity of their outputs. For example, the literature
consistently shows that detection probability should not
decrease as SNR increases, assuming all other parameters

1As detailed in Apx. A, here θ ∈ R
14 comprises the baud rate of the

primary signal, sample rate, probability of false alarm, observation time, and
the SNR for up to 10 nodes.
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TABLE I
THE EMPIRICAL PARTIAL CORRELATION IN D

Feature Notation Coeff. 95% CI p-value

Baud Rate fb 0.04 [0.04, 0.04] < 0.001
Sample Rate fs 0.18 [0.18, 0.18] < 0.001

Prob. of False Alarm PFA 0.23 [0.23, 0.23] < 0.001
Observation Time t 0.03 [0.03, 0.03] < 0.001
SNR (first node) SNR 0.15 [0.15, 0.15] < 0.001

are constant. However, traditional MLP models do not
guarantee this monotonicity.

2) Generalization Ability: The performance of our pro-
posed PdNet heavily relies on the training dataset and
tends to degrade with unseen data.

3) Sensitivity to Outliers: MLP generally exhibits a lack
of robustness to outliers.

In the following section, we introduce a novel method named
PdMonoNet, which is based on monotonic neural networks.
This approach is expected to outperform PdNet in these areas.

IV. PDMONONET

In this section, we introduce the PdMonoNet, a novel ap-
proach for predicting the probability of detection that leverages
the monotonic relationships in the training samples. We will
first review the empirical evidence supporting the monotonic
relationships. Subsequently, we will detail the architecture of
the PdMonoNet and then explore some theoretical aspects.

A. Empirical Analysis of Partial Correlations in D
In θ, factors such as SNR and probability of false alarm

are known to strongly correlate with detection performance,
whereas the influence of other factors, such as sample rate and
baud rate, is less apparent. Identifying these significant factors
is a critical initial step in modeling the detection performance
of practical multi-channel detection systems, a topic that has
received insufficient attention in the literature. The subsequent
partial correlation test demonstrates that all factors included in
θ exhibit a positive partial correlation with the label y.

Given that the feature vector θ ∈ R
14 and the label y ∈ R,

direct computation of empirical correlations between these vari-
ables is not feasible. Therefore, we opted to perform a partial
correlation test [45] for each feature in relation to the labels.
This method is commonly employed in empirical research to
isolate direct relationships between variables of interest, par-
ticularly when such relationships might be obscured or altered
by extraneous variables.

The process involves using linear regression to mitigate the
influence of confounding variables on the two variables of inter-
est. After adjusting for these influences, the Pearson correlation
coefficient is computed from the residuals.2 The results are
presented in Table I, where each reported p-value tests the null
hypothesis that the corresponding partial correlation is zero.

2The partial correlations are calculated using partial_corr function in
pingouin package [46].

The analysis reveals that all variables within the feature vec-
tor θ demonstrate positive partial correlations with the label
y in dataset D. The extremely low p-values (less than 0.001)
strongly suggest that these positive correlations are statistically
significant and unlikely to have occurred by chance.

B. Architecture of PdMonoNet

We now possess empirical evidence indicating that all fea-
tures in θ exhibit positive monotonic relationships with the
label y. Integrating this prior knowledge into the MLP archi-
tecture detailed in Sec. III-B presents significant challenges.
The inherent structure of the MLP does not readily support
the direct inclusion of monotonic information. One alterna-
tive involves the addition of regularization terms to the loss
function during model training. Examples of this approach in-
clude penalizing negative gradients [47], [48] or heuristically
penalizing model non-monotonicity across uniformly sampled
points within the domain during training [49]. However, these
regularization strategies tend to be computationally intensive
and do not guarantee monotonicity across the entire domain,
particularly when the test data samples fall outside the training
dataset.

An alternative approach involves the development of a spe-
cialized class of neural networks designed to inherently ensure
monotonicity. Examples include constrained architectures such
as deep lattice networks [50] and networks with all-positive
weights [51]. While these models are inherently monotonic,
they often suffer from limited expressiveness or degraded per-
formance due to their complexity. The Unconstrained Mono-
tonic Neural Network [52] achieves guaranteed monotonicity
by ensuring that the derivative function remains strictly pos-
itive, although its reliance on numerical integration for both
forward and backward processes renders it impractical for high-
dimensional scenarios.

Recently, the development of a Lipschitz monotonic neural
network, as described in [53], offers potential for capturing the
inherent monotonicity in the data. This innovative approach is
elegant both theoretically and practically, offering high expres-
siveness without the complexity of previous methods. In the
following section, we will describe the architecture of these
monotonic neural networks in detail.

We present the general architecture of the proposed mono-
tonic neural network in Fig. 2, where λ= λ1. This structure
builds upon the framework initially described in [53], incorpo-
rating a Sigmoid activation function in the output layer to map
the output to a probability between 0 and 1. The architecture is
developed through the following three sequential steps:

1) Lipschitz Neural Network [54]: As detailed in Apx. B
and denoted by g̃(θ), this network utilizes a Lipschitz
constraint with a constant λ.

2) Basic Lipschitz Monotonic Neural Network [53]: This
consists of g̃(θ) combined with a residual connection, and
is denoted by

g(θ) = g̃(θ) + λTθ. (10)

3) Overall Monotonic Neural Network: This network in-
cludes g(θ) followed by a Sigmoid activation function,
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Fig. 2. Used monotonic neural network architecture for modeling the
probability of detection.

which preserves the monotonic relationships, and is rep-
resented as

f(θ) = σ(g(θ)). (11)

The architecture of the Lipschitz neural network, g̃(θ), can be
designed similarly to the MLP discussed in Sec. III-B. As noted
in [53], g(θ) qualifies as a monotonic neural network because∣∣∣ ∂g̃
∂θi

∣∣∣≤ λ, ensuring that ∂g
∂θi

= ∂g̃
∂θi

+ λ falls within the range

[0, 2λ]. This architecture is expected to be more robust and
to exhibit greater generalization capabilities than the standard
MLP structure, as it is designed to be monotonic and is subject
to a bounded Lipschitz constraint. The monotonicity constraint
acts as prior information that enhances generalization. The
bounded Lipschitz constant limits the maximum rate at which
the model’s output can change with respect to its input, thereby
reducing sensitivity to outlier data points [55].

The monotonic relationships between the parameters and
detection performance may not always be strict. For instance,
irrespective of the number of samples utilized, the detector
might still fail due to a phenomenon known as the SNR wall
[18], [56], [57]. The proposed PdMonoNet is capable to adapt to
such scenarios by allowing the gradient to be zero, thus accom-
modating instances where increasing the number of samples
does not enhance performance.

Remark 3: The monotonic relationships between θi and f(θ)
can be adjusted flexibly by varying the λi values. For exam-
ple, setting λi =−λ results in ∂g

∂θi
= ∂g̃

∂θi
− λ, which lies in

the range [−2λ, 0], ensuring a non-increasing relationship be-
tween f(θ) and θi. Conversely, setting λi = 0 maintains ∂g

∂θi
=

∂g̃
∂θi

, spanning [−λ, λ] and thus imposing no monotonicity
constraints.

C. Approximation Error Analysis

Note that our used network is f(θ) = σ(g(θ)), where g(θ) =
g̃(θ) + λTθ. Then the universal approximation property of
g(θ) is obviously inherited from g̃(θ), c.f. Theorem 10 in
Apx. B, and summarized in the following corollary.

Corollary 4: The network g(θ), as specified in (10), is a uni-
versal approximator for any non-decreasing function processing
a Lipschitz constant not exceeding 2λ.

The following Proposition 5 demonstrates that the net-
work outlined in (11) can universally approximate the desired
probability of detection, provided a mild condition is met.
Specifically, this condition requires the gradient of the target

function to vanish as the probability of detection approaches 0
or 1.

Proposition 5: The neural network f(θ), as specified in (11),
is a universal approximator for an non-decreasing function �(θ)
(�(θ) ∈ [0, 1]) if it satisfies∥∥∥∥∂�(θ)∂θ

∥∥∥∥
∞

≤ 2λ�(θ)(1− �(θ)), ∀θ. (12)

Proof: Since σ is a deterministic output layer, the approxi-
mation capability of f(θ) primarily hinges on that of g(θ). The
central inquiry then concerns whether g(θ) can effectively ap-
proximate σ−1(�(θ)). The derivative of σ−1(�(θ) with respect
to θ is given by∥∥∥∥∥

∂
[
σ−1(�(θ))

]
∂θ

∥∥∥∥∥
∞

=

∥∥∥∥ 1

�(θ)(1− �(θ))

∂�(θ)

∂θ

∥∥∥∥
∞

≤ 2λ.

(13)

It demonstrates that the σ−1(�(θ)) is a non-decreasing function
with a Lipschitz constant no greater than 2λ. Consequently,
g(θ) serves as a universal approximator for σ−1(�(θ)) accord-
ing to Corollary 4, which in turn establishes f(θ) as a universal
approximator for �(θ).

The following Proposition 6 provides an alternative perspec-
tive on the approximation capabilities of the model without pre-
supposing the vanishing gradient of the ground truth function.
It posits that the ideal approximation error is inversely propor-
tional to the value of the selected λ. This insight underscores
the importance of the parameter λ in minimizing approximation
errors, highlighting that as λ increases, the error decreases,
thereby improving the model’s accuracy in approximating the
target function.

Proposition 6: The neural network f(θ), as specified in (11),
if capable of approximating any non-decreasing function �(θ)
(�(θ) ∈ [0, 1]) that processes a Lipschitz constant β (where 0<
β < λ

2 ) under

|f(θ)− �(θ)| ≤ 1

2
− 1

2

√
1− 2β

λ
, ∀θ. (14)

Specifically, if λ	 β, then |f(θ)− �(θ)|� β
2λ .

Proof: Define �̃(θ) := [�(θ)]1−ε
ε , where ε=

1
2 − 1

2

√
1− 2β

λ is a notably small quantity (note that

lim β
λ→0+

ε= β
2λ ). Since �̃(θ) retains the Lipschitz constant β

from �(θ), we have∥∥∥∥∥
∂�̃(θ)

∂θ

∥∥∥∥∥
∞

≤ β = 2λε(1− ε)≤ 2λ�̃(θ)(1− �̃(θ)). (15)

According to aforementioned Corollary 4, f(θ) can uni-
versally approximate �̃(θ). Coupling this with the fact that∣∣∣�̃(θ)− �(θ)

∣∣∣≤ ε, we conclude |f(θ)− �(θ)| ≤ ε.
We validate Proposition 6 using a toy example. A dataset of

1,000 samples is generated, where the feature x is uniformly
sampled from [−2, 2], and the label is computed as �(x) =
2x+ 0.5, truncated to [0, 1]. The target function has a Lipschitz
constant of β = 2. The network is trained for 10,000 epochs,
with the process repeated 100 times for each λ. The final ap-
proximation errors are compared to the theoretical bounds in
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Fig. 3. Numerical validation of the theoretical analysis. The PdMonoNet model is configured with an input dimension of 1 and hidden layer sizes [8, 16,
8, 16].

Proposition 6. As shown in Fig. 3(a), the error decreases as
λ increases and remains below the theoretical upper bound.
However, larger λ empirically increases training costs, requir-
ing more epochs for convergence. To address this, sufficient
training epochs must be ensured when using a large λ. Alterna-
tively, λ can be increased incrementally, with the model trained
for a limited number of epochs at each step until the training
loss stabilizes.

D. Prediction Error Analysis

Consider the network f̂ , a well-trained PdMonoNet using
the dataset D that utilizes the architecture described in (11).
Our objective is to quantify the prediction error when this
network is applied to an unseen data sample. We postulate
that the relationship between features and labels in D can be
modeled as yi = �(θi) + ni, where � represents the true under-
lying relationship the neural network aims to learn, and ni is
the independent measurement noise. Leveraging the beneficial
properties of Lipschitz functions, we can establish a bounded
prediction error for this scenario.

Proposition 7: Given that � is function with a Lipschitz
constant β, the prediction error of f̂ at an unseen feature point
θt is bounded by∣∣∣f̂(θt)− �(θt)

∣∣∣≤ min
i=1,...,|D|

{
(2λ+ β) ‖θt − θi‖1 +

|�(θi)− yi|︸ ︷︷ ︸
measurement error

+
∣∣∣f̂(θi)− yi

∣∣∣︸ ︷︷ ︸
training error

}
(16)

Proof: See Apx. C.
Proposition 7 is also validated using the toy example. The

PdMonoNet model is trained on the same dataset used in
Fig. 3(a), but with added Gaussian noise. A test dataset is
then generated following the same procedure. The trained
PdMonoNet is applied to this test dataset, and the prediction
errors on the unseen data are recorded and compared to the
theoretical bounds established in Proposition 7. As shown in
Fig. 3(b), the observed prediction errors consistently fall below
the theoretical bounds.

The Proposition 7 delineates that the prediction error bounds
can be decomposed into three components: the distance

between the unseen feature and any feature in D, the mea-
surement error arising during the data sampling phase, and the
training error incurred during the training phase. Technically,
while the fitting error is quantifiable, the measurement error
remains unknown but can be mitigated by increasing the num-
ber of Monte Carlo simulations, as discussed in Fact 1 and
Fact 2.

Leveraging the monotonic nature of PdMonoNet, we can
establish an alternative form of prediction error bound, as de-
scribed in Proposition 8.

Proposition 8: Suppose that � is a non-decreasing func-
tion. For an unseen feature point θt, if there exist θl,θu ∈
D such that θl ≤ θt ≤ θu, the prediction error of f̂ at θt is
bounded by

∣∣∣f̂(θt)− �(θt)
∣∣∣

≤ |yl − yu|+max
{
|�(θu)− yu|︸ ︷︷ ︸
measurement error

+ |f̂(θl)− yl|︸ ︷︷ ︸
training error

,

|�(θl)− yl|︸ ︷︷ ︸
measurement error

+ |f̂(θu)− yu|︸ ︷︷ ︸
training error

}
(17)

Proof: See Apx. D.
Proposition 8 is also validated using the toy example. The

PdMonoNet model is trained on the dataset generated simi-
larly to the one in Fig. 3(a), with added Gaussian noise, but
excluding data samples with features in the range [−0.01, 0.01].
This process is repeated 100 times, each with a newly gen-
erated training dataset. The maximum prediction error within
the excluded interval [−0.01, 0.01] is recorded and compared
to the theoretical bounds provided in Proposition 8. As shown
in Fig. 3(c), the observed prediction errors consistently remain
below the theoretical bounds.

This proposition illustrates that, with controllable measure-
ment error and known training error, the prediction error for any
unseen point θt within the interval [θl,θu] can be bounded by
the term |yl − ym|. This characteristic is particularly beneficial
as it permits sparse sampling when the outputs change smoothly
over certain ranges.

Another critical aspect is the quantification of in-sample
prediction error. During the training process, the following in-
equality holds for any (θi, yi) ∈ D, as derived using the triangle
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inequality:∣∣∣f̂(θi)− �(θi)
∣∣∣︸ ︷︷ ︸

in-sample prediction error

≥
∣∣∣f̂(θi)− yi

∣∣∣︸ ︷︷ ︸
training error

− |�(θi)− yi|︸ ︷︷ ︸
measurement error

. (18)

The training error is directly observable during the training
process. To estimate the measurement error, which depends
on the distribution of the dataset, we provide its numerical
approximation through the following Proposition 9.

Proposition 9: Assuming that the true label distribution in
dataset D adheres to the probability density function p(y),
the average measurement error of D, denoted by m(D) =
1

|D|
∑

(θi,yi)∈D |�(θi)− yi|, can be approximated by:

m(D)≈
∫ 1

0

√
2

π

√
x(1− x)

M
p(y)dy. (19)

Proof: This is straightforwardly derived from Fact 2.
Given that the components of the inequality (18) can be

numerically determined during the training process, they pro-
vide a real-time estimate of the lower bound for the in-sample
prediction error. This estimate may serve as a useful indica-
tor for determining an appropriate stopping point for training,
such as when the calculated error bound approaches or falls
below zero.

E. Computational Complexity Analysis

In this subsection, we provide a detailed analysis of the com-
putational complexity of our proposed PdMonoNet and com-
pare it with the traditional Monte Carlo simulation approach.

The computational cost of PdMonoNet is determined by
its architecture, as described in Section IV-B. Assuming the
input dimension is I and there are D hidden layers, with
hi neurons in the i-th layer, the computational complexity of
an inference process through the entire network is given by
O(I + Ih1 +

∑D−1
i=1 hihi+1 + hD). In comparison, the Monte

Carlo simulation approach, detailed in Section III-A, primarily
incurs computational costs from evaluating the test statistics,
T (X), as indicated in Equations (6) and (7), repeated K +M
times. Assuming the computational cost for a single evaluation
of T (X) is O(S), the total computational cost of a single
evaluation of the probability of detection is O((K +M)S).

It is important to note that even using a relatively sim-
ple method such as energy detection, where T (X) = ‖X‖2F ,
the computational cost is already O(NL). For more complex
methods like the GLRT approach, the cost significantly ex-
ceeds NL due to iterative matrix eigenvalue decomposition
operations [24].

The computational burden of the Monte Carlo method is
particularly notable, as the parameters K, M , and L typically
take on large values to produce reliable results. In contrast,
once trained, our proposed PdMonoNet can efficiently generate
results. Its computational complexity increases linearly with the
number of layers (D) and feature dimensions (I), which are
generally much smaller than K or M . This efficiency offers a
significant advantage of our PdMonoNet over traditional meth-
ods in terms of computational expense.

TABLE II
THE EMPIRICAL PARTIAL CORRELATION IN DATASET T

Feature Notation Coeff. 95% CI p-value

Sample Rate fs -0.88 [-0.88, -0.88] < 0.001
Prob. of False Alarm PFA -0.14 [-0.15, -0.14] < 0.001

Observation Time t -0.78 [-0.79, -0.78] < 0.001
Number of Receivers L 0.61 [0.61, 0.62] < 0.001

V. APPLYING MONOTONIC NEURAL NETWORK TO

THRESHOLD DETERMINATION

In this section, we explore another application of the mono-
tonic neural network: estimating the threshold γ. Although the
threshold primarily indicates the probability of a false alarm
and does not directly affect the overall detection performance,
it remains essential for detecting the presence of the primary
signal in each task. The theoretical calculation of this threshold,
as shown in (3), presents significant challenges, as discussed
in Sec. II-B. Typically, the threshold is estimated using Monte
Carlo simulation (see (6)), a method that is computationally
expensive. Therefore, mirroring our approach to predicting the
probability of detection, we opt to estimate the threshold using
a monotonic neural network.

A. Dataset Generation and Processing

The required dataset for threshold estimation can be collected
during the data generation process described in Apx. A. Since
the features related to primary signal generation do not influ-
ence the threshold estimation (noting that threshold estimation
occurs when the primary signal is absent), we collect features
such as the sampling rate of the receivers, the probability of
false alarm, the observation time, and the number of receivers.
Because thresholds are typically very small positive numbers,
we use their log-scaled values as labels. This results in a dataset
specifically for threshold estimation, denoted as T .

B. Architecture Design

We also perform an empirical analysis of the partial correla-
tions between features and labels in the dataset T . As detailed
in Table II, with the exception of the number of receivers,
all other features exhibit negative partial correlations with the
thresholds. Consequently, as discussed in Remark 3, we adapt
the architecture of the monotonic neural network shown in
Fig. 2. We remove the last Sigmoid output layer and set λ=
[−λ,−λ,−λ, λ]T . For convenience, we have named the MNN-
based approach for estimating thresholds as ThreshMonoNet,
and the MLP-based approach as ThreshNet.

VI. NUMERICAL EXPERIMENTS

In this section, we conduct experiments to evaluate the per-
formance prediction and threshold determination for multichan-
nel detection problems. Firstly, we demonstrate the predictive
capabilities of our proposed PdMonoNet on both multichan-
nel energy detection and multichannel GLRT detection. Sub-
sequently, we illustrate the threshold determination capabilities
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TABLE III
COMPARISON OF DIFFERENT METHODS WITH THEIR CAPABILITIES

Method Monotonicity Advantages Disadvantages Most Applicable Tasks

APMNN Full Guarantees global monotonicity
Limited flexibility and
approximation ability

Simple scenarios requiring strict
monotonic relationships

RBF None Efficient in low-dimensional spaces
Poor scalability to high dimensions;

sensitive to the choice of kernel
parameters

Function approximation, regression,
and classification in

low-dimensional spaces

ELM None
Extremely fast training due to

closed-form solution
No monotonicity guarantee; limited
generalization for complex problems

Scenarios requiring fast training and
inference

PdNet None High efficiency No monotonicity guarantee
Scenarios without monotonic

relationships

PdMonoNet Flexible Supports partial monotonicity May underperform if λ is too small
Complex scenarios with mixed
monotonic and non-monotonic

relationships

of our proposed ThreshMonoNet for multichannel GLRT detec-
tion. Finally, we validate our findings through the application
of multichannel spectrum sensing on Software-Defined Radio
(SDR) devices.

To ensure a fair comparison between our proposed models
and the benchmarks, we minimize the influence of hidden layer
sizes and the learning process. Suitable hidden layer sizes are
identified through preliminary experimental trials, and the neu-
ral networks are trained using the Adam optimizer [58] with
reduced learning rates.

A. Comparison on Performance Prediction

In this part, we conduct the performance comparison between
our proposed PdNet and PdMonoNet models, focusing on their
ability to predict the probability of detection. The evaluation
involves two widely-used multichannel detection methods: the
energy detector and the GLRT detector. For benchmarking
purposes, we include the all-positive weight monotonic neu-
ral network (APMNN) [51], the radial basis function (RBF)
neural network [59], and the extreme learning machine (ELM)
[60] in our comparison. Table III summarizes the advantages
and disadvantages of each method, providing a comprehensive
comparison.

1) Multichannel Energy Detection: The detection perfor-
mance of multichannel energy detection can be described using
mathematical expressions. For instance, when an equal gain
combination scheme is applied, the corresponding detection
performance expression for multichannel energy detection is
given as [56, Equation (8)]:

PD =Q

⎛
⎝Q−1(PFA)−

√
N
2L

∑L
l=1 γl√

1
L

∑L
l=1(1 + 2γl)

⎞
⎠ , (20)

where Q(x) =
∫ +∞
x

1√
2π

e−
t2

2 dt and γl > 0 represents the SNR
at the l-th receiver.

To generate the training dataset, we create 10,000 samples
featuring PFA and γl for two receivers. Here, PFA is uniformly
selected from 0.1% to 2.0%, and γ1 and γ2 range independently
between -20 dB and 0 dB. The labels are initially computed
theoretically using (20) and then refined through Monte Carlo

sampling over 100 experiments to replicate the dataset genera-
tion process for D.

In this part, the PdNet model is configured with hidden layers
arranged as [24, 48, 24, 48]. The PdMonoNet model shares the
same hidden layer sizes as the PdNet, with λ set to a sufficiently
large value of 100. The APMNN model configuration consists
of 128 groups, each containing 8 neurons. Each RBF layer in
the RBF model employs a Gaussian basis function to transform
inputs based on radial distance from the center, with 256 centers
in the hidden layer. The ELM model is configured with 256
neurons in its hidden layer. We configured the input dimension
to three to align with the task requirements and applied the
sigmoid function to the final outputs of all models to facil-
itate the prediction of detection probabilities. Parameters for
the ELM model are directly derived from the solution of the
least squares problem, whereas the parameters for other models
are acquired through stochastic optimization using the Adam
optimizer [58]. The loss function is chosen to be the �1 norm.
The learning rate is reduced by a factor of 0.5 every 100 epochs.
The optimal hyperparameters are determined through a grid
search that varied batch sizes (28, 29, 210, 211) and learning
rates (0.02, 0.01, 0.005, 0.001).

In Fig. 4, we illustrate the training loss and learned proba-
bility of detection across various methods under different SNR
conditions. Fig. 4(a) reveals that all methods demonstrate a
decreasing trend in training loss with increasing epochs. No-
tably, our proposed PdNet achieves the lowest training loss,
closely followed by PdMonoNet, which despite sharing PdNet’s
hidden layer sizes, incurs a slightly higher training loss due to
its monotonic constraint. This constraint restricts PdMonoNet
from fitting data that violate the monotonicity due to mea-
surement errors, whereas PdNet can adjust more flexibly to
such errors. The RBF and APMNN models also show com-
petent training losses, albeit higher than those of PdNet and
PdMonoNet, indicating effective in-sample data approximation.
Fig. 4(b) depicts the predicted probability of detection versus
SNR changes within the -20dB to 0dB range used for training.
The PdNet and PdMonoNet models exhibit the best in-sample
approximation, aligning with their training loss performance.
Although the APMNN and RBF models perform slightly less
effectively, the simpler ELM method trails behind, likely due to
its inability to capture complex data patterns and dependencies.
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Fig. 4. Training loss and learned probability of detection by different methods under varying SNR conditions for two receivers with PFA = 1%.

Fig. 5. Training loss and learned probability of detection by different methods under varying SNR conditions, with parameters: fb = 10 kHz, fs = 40 kHz,
t= 0.5 s, PFA = 1%, and 6 receiving nodes.

Fig. 4(c) explores predictions over an extended SNR range of
-20dB to 100dB, beyond the training dataset. Here, the non-
monotonic models, i.e., RBF, ELM, and PdNet, show an abnor-
mal decrease in detection probability. In contrast, the APMNN
and PdMonoNet models maintain reliable outputs, benefiting
from the monotonic constraints that enhance their performance
under extrapolated conditions. Furthermore, it is worth noting
that the prediction error between the theoretical results and the
outputs from PdMonoNet is bounded by our proposed Proposi-
tion 7 and 8. This constitutes another advantage of our proposed
PdMonoNet.

2) Multichannel GLRT Detection: The detection perfor-
mance of the GLRT method is considerably more complex than
that of the energy detection. As previously discussed, we have
prepared a dataset, denoted as D, as described in Apx. A. This
dataset records the feature settings as environmental parameters
and the labels as the probability of detection for the GLRT
method. We have also included the results from Monte Carlo
simulations, which are considered as the ground truth in our
analysis. These simulations are conducted with a substantial
number of realizations: K = 105 and M = 104. This significant
sample size tries to ensure the statistical accuracy and reliability
of the simulation outcomes.

Since the input features for this task have a higher dimension-
ality compared to the task in Section VI-A1, we appropriately
increase the hidden layer sizes for each model. For the PdNet

and PdMonoNet models, the hidden layers are configured
as [112, 224, 112, 224, 112, 224]. The hyperparameter λ for
PdMonoNet is set to a large value of 100. The APMNN model
configuration includes 512 groups, each consisting of 16 neu-
rons. Each layer in the RBF model uses a Gaussian basis
function to transform inputs according to the radial distance
from the center, with 1024 centers in its hidden layer. The
ELM model incorporates 1024 neurons in its hidden layer. We
set the input dimension to 14 to meet the requirements of the
task and applied a sigmoid function to the final outputs of
all models to facilitate the prediction of detection probabili-
ties. Parameters for these models, with the exception of the
ELM model, are optimized using the Adam optimizer, with
optimal hyperparameters determined through a grid search that
varied batch sizes (210, 211, 212, 213) and learning rates (0.02,
0.01, 0.005, 0.001). The loss function is chosen to be the �1
norm. The learning rate is reduced by a factor of 0.5 every
100 epochs.

In Fig. 5, we illustrate the training loss and learned proba-
bility of detection for different methods under different SNR
conditions. Fig. 5(a) demonstrates a decreasing trend in train-
ing loss with increasing epochs across all methods. The per-
formance hierarchy is similar to that observed in Fig. 5(a),
where our proposed PdNet and PdMonoNet outperform others.
Fig. 5(b) shows that all models perform reasonably well under
the parameter variations included in the training set, with our
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TABLE IV
COMPUTATIONAL TIME FOR DIFFERENT METHODS

APMNN RBF ELM
PdNet PdMonoNet (λ= 100)
(prop.) (prop.)

Total Training Time (Seconds, 1000 Epochs) 9742 10943 21 3460 4204
Training Time per Epoch (Seconds) 9.74 10.94 – 3.46 4.20

Inference Time per Sample (Milliseconds) 4.91 1.51 0.20 0.81 0.83

proposed PdNet and PdMonoNet exhibiting the best approx-
imation performance. The performance disparity between the
proposed PdMonoNet and the Monte Carlo simulation results
can be attributed to several factors. These include the approxi-
mation error of PdMonoNet, which is influenced by its architec-
ture, the hyperparameter λ, and the quality of training dataset,
as well as the inherent randomness of the Monte Carlo simula-
tions. The APMNN exhibits a significant performance gap com-
pared to Monte Carlo methods, likely due to its limited capacity
to model complex functions. It has been commonly recognized
that imposing overly restrictive constraints, such as requiring
all-positive weights, significantly limits the hypothesis space
for weight parameters [53]. Consequently, APMNN often per-
forms poorly when modeling complex functions. In contrast,
PdMonoNet avoids such limitations by employing a more flex-
ible yet principled design, enabling it to better capture complex
functional relationships while maintaining interpretability. The
ELM remains the least effective among all the methods. How-
ever, as seen in Fig. 5(c), the RBF, ELM, and PdNet exhibit
non-monotonic behavior. In contrast, PdMonoNet consistently
delivers more accurate and logical results. This reliability is
crucial not only for accuracy but also for solving optimization
problems that utilize network outputs as objective functions.
For example, using PdNet outputs as objectives in first-order
optimization methods could lead the system to erroneously
pursue lower SNR settings, an issue avoided by employing the
more logical PdMonoNet outputs.

In Table IV, we compare the computational time of these
methods during both the training and inference stages. The
results show that the ELM method is the fastest overall, while
our proposed PdNet and PdMonoNet methods are more efficient
than the APMNN and RBF methods. Notably, increasing λ
in PdMonoNet does not result in a more complex network
structure and, therefore, does not increase the computational
time per epoch during training or inference. However, a larger
λ may require more training epochs for the loss to stabilize.
Thus, sufficient training epochs must be ensured when using a
large λ.

B. Comparison on Threshold Determination

In this part , we present a detailed comparison of our pro-
posed ThreshNet and ThreshMonoNet models in threshold de-
termination, highlighting their robustness in handling missing
data and outliers in the training dataset.

The ThreshNet model employs hidden layers configured
as [50, 100, 50, 100, 50, 100]. ThreshMonoNet shares these

dimensions with ThreshNet and maintains a high hyperparam-
eter, λ, set at 10. The APMNN features 128 groups, each with
8 neurons, while each RBF layer utilizes Gaussian basis func-
tions with 256 centers to transform inputs radially. The ELM
model includes 256 neurons in its hidden layer. We configured
the input dimension to 4 to align with the task requirements.
Parameters for all models, except the ELM, are optimized using
the Adam optimizer, with optimal hyperparameters determined
through grid search involving batch sizes (28, 29, 210, 211) and
learning rates (0.02, 0.01, 0.005, 0.001).

Fig. 6(a) illustrates how the learned thresholds vary with
the number of receiving nodes, showcasing results from
several models. Notably, all methods, except the ELM
method, effectively approximate the thresholds under the
parameter variations included in the training set, with our
ThreshNet and ThreshMonoNet demonstrating superior
performance.

The robustness of our models is further assessed in Fig. 6(b),
where data for 6 and 7 node configurations were intention-
ally excluded from the training set. Under these conditions,
ThreshNet shows significant estimation errors, indicating a
lack of generalization when data is incomplete. In contrast,
APMNN, RBF, and ThreshMonoNet maintain accuracy, with
ThreshMonoNet performing the best. The stable performance
of the RBF model is likely due to its localized Gaussian basis
functions, which enable effective interpolation and robust gen-
eralization, even with missing data. The monotonicity embed-
ded in ThreshMonoNet and APMNN likely aids in maintain-
ing consistent threshold predictions, even with missing data,
suggesting their suitability for applications with sparse data
collection.

In scenarios with significant outliers, as depicted in Fig. 6(c),
the distinction between non-monotonic neural networks and
monotonic neural networks becomes more evident. Outliers
were introduced by setting artificially extreme threshold values
for certain node configurations. The performance of the RBF,
ELM, and ThreshNet is negatively impacted as they attempt to
accommodate these outliers, leading to a model that fits these
inaccurate points at the expense of overall accuracy. In contrast,
the performance of the APMNN and ThreshMonoNet remains
stable and closely aligns with the Monte Carlo simulation re-
sults, emphasizing their robustness to extreme data points. The
imposed monotonic constraint prevents these models from be-
ing influenced by outliers, ensuring that they maintain a logical
order in their predictions. Furthermore, it is noteworthy that our
proposed ThreshNet approximates the desired results with the
highest accuracy.
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Fig. 6. Learned thresholds by different methods under varying number of receiving nodes, with parameters: fs = 20 kHz, t= 0.5 s, PFA = 1%, and (a)
neural networks are trained with complete and accurate dataset; (b) neural networks are trained with an incomplete dataset, missing data for 6 and 7 node
configurations (c) neural networks are trained with a contaminated dataset where thresholds were artificially set to 10−1 for the 6 node configuration and
10−4.5 for the 7 node configuration.

Fig. 7. Experiment platform setup.

C. Real Data Experiments on SDR Testbed

In this part, we validate our proposed methods for predicting
detection performance of the multichannel spectrum sensing
application using real data collected from a software-defined
radio (SDR) testbed. Our laboratory experiment utilizes two NI
Universal Software Radio Peripherals (USRP) X410 models:
one equipped with a single antenna serving as the transmitter
and the other equipped with four antennas acting as a multi-
antenna receiver. To simulate a weak signal scenario, the trans-
mitter is connected to a 30dB attenuator.

Fig. 7 illustrates the experimental setup, which adheres to the
parameters used to generate dataset D as described in Apx. A.
Specifically, the transmitter emits signals at a carrier frequency
of 1.4GHz using randomly-generated Quadrature Phase Shift
Keying (QPSK) signals at a baud rate of fb = 10 kHz, with the
transmitter gain set to 0 dB. Operating at a sampling rate of fs =
20 kHz and a receiving gain of 50 dB. The data collected is then
transmitted to a personal computer via a wired connection. Each
detection experiment captures consecutive samples over a t=
0.2 second duration. The detection threshold for each method
is calculated using 1000 realizations of recorded noise data to
achieve a false alarm rate PFA = 1%.

Fig. 8. Prediction of detection performance on software-defined radio
testbed by different methods.

Fig. 8 shows the detection probabilities of different methods
(obtained in Sec. VI-A2) as a function of transmitter gain.
Additionally, Table V presents the mean absolute error (MAE)
of each method when compared to the Monte Carlo results and
the USRP test results. The required input SNR data for these
models were calibrated under a condition of 30dB transmitter
gain and adjusted based on the actual transmitter gain. A
slight discrepancy exists between the detection performances
from Monte Carlo simulations using synthetic data and those
derived from the real data experiment. This discrepancy is
likely caused by the multipath propagation characteristics of
the indoor environment, which differ from the conditions used
to synthesize the training dataset D, where an ideal single-path
scenario is assumed.

Our proposed models, PdNet and PdMonoNet, demonstrate
the closest alignment with the Monte Carlo results. Notably,
all methods provide a reasonable approximation of the Monte
Carlo outcomes, validating their effectiveness in predicting
performance for this multi-channel spectrum sensing system.
Among these, PdMonoNet achieves the most accurate predic-
tion results. However, non-monotonic networks, such as RBF,
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TABLE V
MEAN ABSOLUTE ERRORS FOR DIFFERENT METHODS COMPARED

TO MONTE CARLO RESULTS AND USRP TEST RESULTS

APMNN RBF ELM
PdNet PdMonoNet
(prop.) (prop.)

Monte Carlo 0.029 0.015 0.137 0.005 0.005
USRP Testbed 0.056 0.036 0.116 0.031 0.021

ELM, and PdNet, are anticipated to become unreliable under
extreme SNR conditions, further emphasizing the superior ro-
bustness and performance of the proposed PdMonoNet.

VII. CONCLUSION AND FUTURE DIRECTIONS

In conclusion, this paper makes significant contributions to
the field of multichannel detection by critically evaluating the
prevalent use of Monte Carlo simulations to assess detection
performance and thresholds. We have effectively deployed a
basic multilayer perceptron (MLP)-based neural network, re-
ferred to as PdNet, as an initial method for efficiently pre-
dicting detection performance. Additionally, we introduced a
novel measurement technique using a monotonic neural net-
work (MNN), named PdMonoNet, which has shown superior
performance compared to PdNet due to its ability to leverage
the inherent monotonic relationships within the dataset. These
approaches were further developed into MLP-based ThreshNet
and MNN-based ThreshMonoNet for threshold determination.
Moreover, we explored the theoretical underpinnings of our
PdMonoNet approach, focusing on its universal approxima-
tion capabilities and its predictive accuracy with unseen data.
Our comprehensive numerical experiments have underscored
the effectiveness of our proposed methods, demonstrating their
guaranteed monotonicity and resilience against outliers and new
data points.

Our findings highlight the potential of using monotonic neu-
ral networks for pre-estimating system performance, which sig-
nificantly benefits techniques such as dynamic control of com-
plex systems. This opens up avenues for further research into
predicting the performance of distributed localization and track-
ing systems. Another promising direction for future research is
to explore the properties of monotonic neural networks, such as
deriving their sample complexity, which is crucial for practical
applications.

APPENDIX

A. Generation Process of Dataset D
1) The Overall Structure of the Dataset: The dataset fea-

tures, denoted as θ, are carefully selected to capture critical
aspects of the signal environment and receiver settings. Draw-
ing on a review of related literature [24], [30], [61], typical
features include the baud rate of target signals, the sampling
rate of receivers, the probability of false alarm, observation
time, and the signal-to-noise ratio (SNR) for each of up to ten
receivers. These features are instrumental in quantifying signal
quality across various noise conditions and channel models.

Non-existent receivers are represented by setting their SNR
values to -100 dB.

Data labeling involves generating output variables, y, repre-
senting the probability of detection by the GLRT detector, with
values ranging from 0 to 1. These probabilities are derived from
empirical Monte Carlo simulations, as detailed in Sec. III-A.
It is important to note that y is derived from Monte Carlo
experiments; therefore, it corresponds to �(θ) plus unknown
measurement noise. The feature also includes the probability
of false alarm, which is used to empirically estimate threshold
values γ̂ as shown in (6).

The resultant dataset, D = {(θi, yi)}Ni=1, contains over N =
105 data samples, compiled according to the procedure outlined
in the next subsection. Due to the substantial computational
burden,3 we have to set K = 1000 and M = 100 for generating
D. While the setting also encompasses categorical data such
as signal modulation type and detection algorithms, this paper
excludes such data as they are not numerical and lack a mean-
ingful order or magnitude, which is necessary for MLPs. Al-
though categorical data can be numerically encoded, this often
oversimplifies the data, potentially losing valuable information.
Therefore, this study focuses solely on inherently numerical
features.

2) The Signal Synthetic Process: In the signal generation
phase, an environment encompassing p distributed CR users.
Each of these users is furnished with an individual omnidi-
rectional antenna. The primary objective here is to identify a
sole primary source with a single antenna, specified as r = 1.
The primary signal in question is identified as transmitting
Quadrature Phase Shift Keying (QPSK) modulated signals, with
the baud rate set precisely to fb Hz. Each receiver operates at
a sampling rate of fs Hz. The channel between each receiver
and the signal source is hypothesized to be an independent
Rician fading channel with K-factor being 4. These modulated
signals are generated utilizing the MATLAB Communications
Toolbox, as referenced in [62]. The signal-to-noise ratio (SNR)
for the received signal are independent for each antenna. Each
simulation experiment is executed during t consecutive dura-
tion. The threshold γ is calculated to match the probability of
false alarm PFA using the empirical test statistics from 1000
realizations of pure noise data. The probability of detection is
determined by repeating the detection procedure 100 times.

For each sample in D, parameters are uniformly selected as
follows: fb ranges from 1 kHz to 20 kHz, fs from 2fb to 10fb,
t from 0.1 s to 1 s, PFA from 0.1% to 2.0%, and the number
of receiving nodes from 3 to 10. The SNR for each node is
independently set between -40 dB and 0 dB.

B. A Lipschitz Neural Network with Universal
Approximation Property

As introduced in [63], [64], a fully connected scalar-valued
network, denoted as f(x), is considered Lipschitz bounded by a
constant λ if it fulfills the condition ‖∇f(x)‖∞ ≤ λ, ∀x, where
x ∈ R

I is the input vector. An effective method to construct a

3The generation of D required more than two weeks on our server, which
is equipped with 96 CPU cores.
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Lipschitz bounded neural network is by restricting the matrix
norm of all weight matrices. This method is detailed below.

Note that the f(x) of depth D can be defined as

xd =Wdσ(xd−1) + bd, d= 1, . . . , D (21)

where xd denotes the output from the d-th layer (x0 is the input
and xD is the output), Wd represents the weight matrix, bd is
the bias vector, and σ is a non-linear activation function applied
element-wise and has a Lipschitz constant no greater than 1.
Then the �∞ norm of gradient of f(x) on x admits the following
bounds

‖∇f(x)‖∞ ≤
∥∥ΠD

d=1W
d
∥∥
∞ . (22)

Thus, simply imposing
∥∥ΠD

d=1W
d
∥∥
∞ ≤ λ will also lead to

‖∇f(x)‖∞ ≤ λ, which ensure the λ as the Lipschitz con-
stant of neural network (21). One of the options to keep∥∥ΠD

d=1W
d
∥∥
∞ ≤ λ is to impose

∥∥W1
∥∥
1,∞ ·ΠD

d=2

∥∥Wd
∥∥
∞ ≤

λ [53], [54], which can be conveniently achieved by simple
normalization of each weight matrix as detailed in [53]. It is
essential to recognize that λ is a constant hyperparameter that
must be predefined by the user.

The following Theorem 10 shows the universal approxima-
tion property of this type of Lipschitz neural network to any
Lipschitz continuous function.

Theorem 10 [54, Theorem 3] (Universal Approximation
with Lipschitz Networks): For a fully-connected networks de-
scribed by (21), if σ is GroupSort activation having a group size
of 2 and its weights matrices are constrained as

∥∥W1
∥∥
1,∞ ·

ΠD
d=2

∥∥Wd
∥∥
∞ ≤ λ, then this network can approximate any

Lipschitz function with its Lipschitz constant being λ.

C. Proof of Proposition 7

Note that the used neural network f is designed with maxi-
mum Lipschitz constant 2λ. Given any data sample (θi, yi) ∈
D, the prediction error of f̂ at an unseen feature point θt is
bounded as follows∣∣∣f̂(θt)− �(θt)

∣∣∣
= |f̂(θt)− f̂(θi) + f̂(θi)− yi + yi − �(θi)

+ �(θi)− �(θt)|
≤
∣∣∣f̂(θt)− f̂(θi)

∣∣∣+
∣∣∣f̂(θi)− yi

∣∣∣+ |yi − �(θi)|
+ |�(θi)− �(θt)|

≤ 2λ ‖θt − θi‖1 + β ‖θt − θi‖1 +
∣∣∣f̂(θi)− yi

∣∣∣
+ |�(θi)− yi|

= (2λ+ β) ‖θt − θi‖1 + |�(θi)− yi|+
∣∣∣f̂(θi)− yi

∣∣∣ . (23)

D. Proof of Proposition 8

If θl,θu ∈ D and θl ≤ θt ≤ θu, the following conditions
hold as �(θl)≤ �(θt)< �(θu), f̂(θl)≤ f̂(θt)< f̂(θu). Then
the prediction error of f̂ at θt is bounded by∣∣∣f̂(θt)− �(θt)

∣∣∣
≤max

{∣∣∣f̂(θl)− �(θu)
∣∣∣ ,
∣∣∣f̂(θu)− �(θl)

∣∣∣} (24)

where∣∣∣f̂(θl)− �(θu)
∣∣∣=

∣∣∣f̂(θl)− yl + yl − yu + yu − �(θu)
∣∣∣

≤ |yl − yu|+ |f̂(θl)− yl|+ |�(θu)− yu|
(25)

∣∣∣f̂(θu)− �(θl)
∣∣∣=

∣∣∣f̂(θu)− yu + yu − yl + yl − �(θl)
∣∣∣

≤ |yl − yu|+ |f̂(θu)− yu|+ |�(θl)− yl|
(26)

Therefore, we have∣∣∣f̂(θt)− �(θt)
∣∣∣

≤max
{∣∣∣f̂(θl)− �(θu)

∣∣∣ ,
∣∣∣f̂(θu)− �(θl)

∣∣∣}

≤ |yl − yu|+max
{
|�(θu)− yu|︸ ︷︷ ︸
measurement error

+ |f̂(θl)− yl|︸ ︷︷ ︸
fitting error

,

|�(θl)− yl|︸ ︷︷ ︸
measurement error

+ |f̂(θu)− yu|︸ ︷︷ ︸
fitting error

}
. (27)
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